IMPACT: International Journal of Research in >

Engineering & Technology S —
ISSN(P): 2347-4599; ISSN(E): 2321-8843 H ﬂ l‘] !\
Vol. 6, Issue 6, Jun 2018, 51-60 N .

© Impact Journals A%

s’

a1

TEETH CLASSIFICATION IN DENTAL IMAGES USING SUPPORT VECTOR MACHINE

Vijayakumari Pushparaj
Department of ECE, MepcoSchlenk Engineering Cojlggedhunagar, Tamil Nadu, India

Received:27 May 2018 Accepted: 18 May 2018 Published: 30 Jun 2018

ABSTRACT

In the present day world, individual identificatiovith some reliable means is emerging as a sigmifistate of
affairs. Since teeth pattern is unique for the wdlial human being, it can be treated as a suitddenetric means. It is
playing the major role in mass disaster identifioa and individual identity. In order to ease tpeocess of human
identification using dental images, teeth clasatfizn is desired as an imperative process. Thisepaptroduces teeth
classification using linear and multi-class supporéctor machine. Teeth information can be acquitad either
radiographic or photographic means. The algorithsniinplemented by performing preprocessing initjathyen teeth
separation followed by feature extraction and di&sstion. The accuracy of linear support vectoachine yields 91%
for radiographs and 95% for photographs in termsxamber of teeth tested and correctly classifiedltidlass support
vector machine improves the performance of clasditin with the inclusion of canine teeth in radiaghs, achieved an

accuracy of 90.5%, which is comparable with thestixg algorithms.
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INTRODUCTION

Biometrics is a branch in which human identificatioan be performed by means of some physiologicdl a
behavioral traits. The conventional means like firggerprint, palm print and hand print etc... amt meaningful in some
major fire accident or flood incident. In suchccimstance, some other useful means of biometriesalmo used.
Forensic Odontology is a specialized field of d&nyi which utilizes dental radiographs for humareniification.
Forensic odontologist uses dental evidences inromledentify the persons and support law enforagmagencies.
Dental evidences have been proven as an excelametric means in the recent day disasters. Sieth tare hardest and
more robust in the human body, it plays the maje m human forensic identification. It providessistance to decay in
natural disaster situations. Designing an Automddeatal Identification System (ADIS) is a primargay in forensic
odontology. In order to design an ADIS, severalésslike handling of severe occlusion, usage obpanic, photographic
images, detection of the missing tooth, identifyidgntal implants, teeth numbering, and classificati have to be

considered.

Among the various issues, the challenges in tekbsification are handled in this paper. The gdateeth
classification is to categorize the teeth into mgi@emolar and the like in order to ease the mead human identification
with reduced computation time. If a teeth is categal before matching Ante-Mortem (AM) and Post Mar (PM)

records, it reduces database search in a turn datiutime is reduced.
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Contour based individual identification [1] by miaittgAM and PM dental radiographs is explained et al.
The related work on even transform based matdRihig detailed in the literature. It is a semi@uated approach extracts
the crown and the root shape individually. Banumettal, used morphological contour and Gaussi&rifig methods for
dental shape extraction as given in [3]. It fadshtindle severe occluded images. Connected anddasected component
algorithms [4] are utilized in the dental shapéraotion, which improves the hit-rate performanegayakumari et al,
followed a slightly variant approach of matchingiti records using both similarity and distanceriogb]. The usage of
photograph for human identification in addition tadiographs [6] is also detailed.Dental bitewiadiographs are analyzed
using both shape and also appearance [7]. In lj¢etdifferent possible matching algorithms areltdéaimproves the
matching accuracy. Teeth classification and numigedre the main goals of ADIS system. Teeth diaation was
introduced by Mahoor et al, uses Fourier descriptmed Bayesian classifier [9]. Support Vector hae (SVM) based
classification was demonstrated by Lin et al., fbilewing radiographs [10] only. It is followed Wyaraein et al., with
inclusion of Mesiodistal neck [11] as an additiofedture for classification, in order to classifiettooth as molar and
premolar. Another approach for classification usB\gM and template matching based numbering [12]d9e available in

the literature.

This work concentrates mainly on dental radiogrand photographic images.Classification of phatphic
images is desired for individual identification amgoing with photographic images also.The radiolgsajmclude both
betweenand panoramic images. The classificatideaih in panoramic image is difficult, since thash of each tooth is

not as clear as in bitewing images. Hence this ipaipes to achieve improved accuracy with multi-sI&&/M.
MATERIALS AND METHODS

The flow diagram of suggested method is shown igufd 1. It explains the methodology in three steps.
After acquiring the input dental images, it hasb® preprocessed to remove any occlusion or nofeetefThen teeth
separation is performed to separate each and éwetly individually. Finally, features are extractaad classification is

performed using both linear and multi class SVM.
Preprocessing

The dental radiographic image is pre-processedhdopen the edges. Edge sharpening in radiograptage is

achieved through a Butterworth band pass filtepragess followed by homomorphic filtering as expéal in [12].
Teeth Separation

To perform teeth classification, the dental radigirs have to be partitioned as Maxilla (Upper jamyd

Mandible (Lower jaw) as well as single toot hasdaked in [12].
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Figure 1: Proposed Flow diagram
Teeth Classification
Teeth classification is performed here in two st&isary SVM is used to classify two teeth like p(M) and
premolar (P) in case of radiographs and CentrasdéndCl), Lateral Incisor (LI) in the case of pbgtaphs. In most of the
existing papers, only molar and premolar classe® wensidered, since it uses between images owhile going for
panoramic teeth classification, other teeth alseehim be considered. Hence Multi-class SVM (MSVd)employed.
The features are extracted in three different méked2rojected Principal Edge Distribution (PPBI2ctors, signature and

geometrical features.
PPED Vectors

PPED feature extraction tries to capture the infdifom content of an image by modeling its edgeritistion
along different principal directions or orientatiorT he four principal directions are horizontal (Megrtical (V), clockwise
(+45) and anti-clockwise (-45). Since two-dimensioadge information is reduced to a feature veoyoprojecting edge
flags to the principal directions, it is named agjgxted principal edge distribution. The isolatedth image is subjected to
edge detection, filtering in the principal directonamely, horizontal, vertical, clockwise and eotkwise. The maximum
edge intensity is compared with the threshold vatueletect the presence of edge. This eliminateseffect of noise.
In order to determine the threshold value for edgtection, all the absolute value differences betwevo neighboring
pixels are calculated in both horizontal and vattitirections and the median is taken as the tbtdsihe filtering kernels

used for edge detection are given in our earlienk fi2].
Signatures

A shape signature is a 1D representation of 2D @haryn The centroid distance function of the boupdarints

from the centroidxy,) of the shape is:

r(t) = ([x(V) - %.]* +[y() - y.1)"* €
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N-1

N-1
where X, = %Z Xt) & Z y(t)
t=0

where N is the maximum size of the image.

Geometrical Features

Crown

Figure 2: Geometrical Features

The geometrical information of each tooth likeviiglth (W) of the whole crown region and height @&$) noted in

Figure 2 will serve as additional features.

Binary SVM Classifier

Binary Support Vector Machine (SVM) is used asassifier tool to categorize the tooth as molarrenmlar in
case of radiographic images. The basic idea beB\id is that transferring the data into higher digienal space and
finding the optimal hyperplane with maximal sep@amatetween classes. By assuming the data as linegparable, the

hyperplane of SVM has the form wfp +b =0, wherewis the normal to the hyperplane apfjw| is the perpendicular

distance between the origin and the hyperplanesiden some randomly selected data from the whota dat as the

training set for finding the optimal hyperplawé.p+b* =0, which is as far as possible from the closest nemiof
both classes. Few of the training vectors callggpstt vectors will fall on either side of the twtapesB, :w.p+b=1

andB, : wp+b=-1.Thus, the hyperplang’.p+b" =0 is called the decision boundary of the binary sifeer. Each
training data are denoted by a tupbe (), where'p’ corresponds to the feature vectors agidéfers to the class label

(i.e.) gO{L-1}. The optimalw” andy’ of binary SVM model can be calculated as:

aap ()

'Mi

'u‘

W*

bl
==>"(ds = 00 Prn-Ps) 3)
N $1S nJS

whereg is the Lagrange multiplier such th%?ilai - (1/2)a" Ba is maximized, subject to the constraints

a, > 00i and Zi“ilaiqi =0, B is a matrix withB;, =qq; p.p; and S is the set of support vectors whose >0.

The signum function is used to group the test datia either of the class after constructing theislen hyperplane:
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g=sgni/.p+b). It is observed that, i">0 it belongs to molar otherwise premolar tooth.

Multi-Class SVM

Several techniques have been developed to dedlatads problems. Among the various methods, oréagrest

is considered here. Multi-class SVM formulation][$8th K-class is defined as:

K N
minimize %ZWCTWC +>°¢ @
Kk c=1 i=1

i
W, W

subject to(W,; =W,)" X 21-& =9,

Here Crefers to each class aMi, is its weight vector, and each of tid training vectorsX; has a labely; .

The indicator functiorb_yi’C =1if Y,= C and 0 otherwise. The variab§ refers to slack variables for each data item, in

such a way that the margin between correct clagsrarst confusing class is penalized.

RESULTS AND DISCUSSIONS

The proposed method is evaluated in the presenceealf database, including panoramic, between dental
radiograph\s captured among the age group of 158 ye&0 years supplied by Digital Dental X-Raysddrai, Tamilnadu
and photographic images captured among the agepgamfu2l to 24. This algorithm is implemented using
MATLAB-R2010b using a Pentium IV CPU on a Microseftndows XP environment. Few of the sample images a
shown in Figure 3, Figure 4 shows the correspongdiegrocessed outputs. The preprocessed image shewtear vision
of dentine and pulp layers. After applying teetpasation logic, individual tooth is segregated andatabase of #73
premolars, #82 molars, #60 canine, #45 centras@msiand #50 lateral incisors is created. For etgath, the features like

PPED vectors and signatures are generated. It dedmasunique for all the teeth.

Figure 3: Sample Input Images (a) Bitewing Radiogrph
(b) Panoramic Radiograph (c) Photograph
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Figure 4: Samplelnput Images (a) Bitewing Radiograph
(b) Panoramic Radiograph (c) Photograph
Table 1: Features Extracted and Classified Outputs
Panoramic X-ray Photograph Bitewing X-ray
Images
(Tooth '
from)
S
ppED | "
vectors s0m
04 a 20 40 &0 ac 0 P TeC
Signature = ¢
Geometric
features
W/H 36/101 49/70 55/95
Classified
Teeth
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Table 2: Confusion Matrix of Radiographs

Predicted Class

Molar(M) Premolar(P) Canine(C)

M TPy = 63 Bwp=04 Buc= 04

OV P | Eu= 03 | TR=67 Bc= 03
C Ecm= 03 Ep= 03 TR =67

Additionally the geometrical information is also ssioved and which aids for useful classificationultss
The features extracted are shown in Table 1 favadf the sample images. The table 1 shows a satopik for each
category like periodiical, photographic and bitegviif he classification is initially tried using biyaSVM. It yields better
results for two teeth category like M and P foriogdaphs and Cl, LI for photographs. The confusimatrix was created to
observe the performance of classification. Thera@iographs an additional tooth category like cangnadded. The similar
features are used to train and test the multi $a4dd. Table 2 and Table 3 are the confusion maikitained using multi
class SVM for both radiographs and photographseasmly. While classifying, it is observed thaetfeatures of premolar
and canine are closely related particularly thengetdcal feature. Hence the miss classificatior ratmore in case of these
teeth. Rarely, miss classification occurs in priamand molar teeth of panoramic images. In cadadtefving radiographs,
it is less pronounced because the teeth anatowsrysclear. The table 3 summarizes the precisiahsamsitivity values
based on the confusion matrix. The precision amgiteity values are categorized both for radiotnmjand photographs
separately. Radiographs include both panoramichatdieeen teeth. It is observed from this table, ttieg molar class
achieves an accuracy of 91.3%, 90.5% respectivelypfemolar and canine respectively. Similarly, tie case of
photographs, the central incisor achieves 95.4%atadal incisor with 94.3%. After a careful expeentation, it is realized
that, approximately 0.5% accuracy improvement isi@@d in multi class SVM than binary SVM. The fpemance

measure observed is given in table 4.

Table 3: Confusion Matrix for Photographs

Predicted Class

Cl LI

Known Cl TPc = 63 B, =04
class LI ELICI = 03 TR| =67

Table 4 : Performance Measures

Radiographs Photographs
Measure  —w T P [ c | o | U
Precision 1
(TP/ TP+ FP) 91.3 | 90.5| 90.5| 954 94.3
Sensitivity
(TP/ TP+EN) 926 | 91.7| 91.7| 94.1 95.7

CONCLUSIONS

Teeth classification is a desirable section in the&tomated Dental ldentification System. In this eap
classification is carried out using linear SVM afuttther improvement is achieved using multi clasavis Individual
identification using panoramic radiographs is ime thudding stage now-a-days. Hence, this work wél useful in
designing ADIS with panoramic radiographs. Similay, if sufficient dental radiographs are not aaflié, photographs
will serve its role or otherwise additional infortimm can also be gathered using photographs. I sitwation,
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photographic teeth classification will be reallyifful. The novel geometric features added alonthwignatures and

PPED vectors improve the classification accuradsT the experimental results reveal that the onécof this work will

certainly helpful to the Forensic odontologist lire tautomated dental identification system. In fitiircan be extended to

classify other teeth also.
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